
Vol.:(0123456789)

Philosophy & Technology           (2022) 35:77 
https://doi.org/10.1007/s13347-022-00569-5

1 3

RESEARCH ARTICLE

How to Do Things with Information Online. A Conceptual 
Framework for Evaluating Social Networking Platforms 
as Epistemic Environments

Lavinia Marin1 

Received: 30 August 2021 / Accepted: 22 July 2022 
© The Author(s) 2022

Abstract
This paper proposes a conceptual framework for evaluating how social network-
ing platforms fare as epistemic environments for human users. I begin by propos-
ing a situated concept of epistemic agency as fundamental for evaluating epistemic 
environments. Next, I show that algorithmic personalisation of information makes 
social networking platforms problematic for users’ epistemic agency because these 
platforms do not allow users to adapt their behaviour sufficiently. Using the trac-
ing principle inspired by the ethics of self-driving cars, I operationalise it here and 
identify three requirements that automated epistemic environments need to fulfil: 
(a) the users need to be afforded a range of skilled actions; (b) users need to be 
sensitive to the possibility to use their skills; (c) the habits built when adapting to 
the platform should not undermine the user’s pre-existing skills. I then argue that 
these requirements are almost impossible to fulfil all at the same time on current SN 
platforms; yet nevertheless, we need to pay attention to these whenever we evalu-
ate an epistemic environment with automatic features. Finally, as an illustration, I 
show how Twitter, a popular social networking platform, will fare regarding these 
requirements.
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1  Introduction. Epistemic Concerns with Social Networking 
Platforms

In recent years, mainstream social networking (SN) platforms such as Face-
book, Twitter, Instagram or YouTube have come under heavy criticism for facil-
itating a variety of epistemic harms such as the spreading of misinformation 
and disinformation (Vosoughi et al., 2018), radicalising users through exposure 
to extremist content (Alfano et  al., 2018), filtering the content to match only 
particular worldviews (Gertz, 2019) and entrapping users into epistemic bub-
bles (Nguyen, 2020). Epistemic harm is understood here as any process that 
hinders how epistemic agents form true beliefs, justify those beliefs, under-
stand information or upgrade that information to knowledge. It is yet unclear to 
what extent the various epistemic harms occur as a systematic effect of design 
choices by SN platform owners or to what extent only certain types of users are 
affected—for example, those users who already were gullible and were display-
ing intellectual vices that the interactions will then amplify, or perhaps all users 
suffer to some extent (Fritts & Cabrera, 2022). Because of this unclarity, it is 
still an open question to what extent responsibility for epistemic harms on SN 
platforms belongs primarily with the platforms, with the users or with both par-
ties but with different weights.

One major difficulty in pinpointing the share of responsibility for these epis-
temic harms stems from not knowing something more fundamental: whether 
these various examples of epistemic harms have something in common or if 
they are entirely unrelated. Thus far, approaches to the various epistemic fail-
ings on SN platforms have been analysed case by case by pointing out how 
particular design choices explain the harmful epistemic effects. For example, 
the spread of mis- and disinformation has been tied to the emotionally charged 
language in which misinformation is packed (Bakir & McStay, 2018) and to 
the tendency of personalisation algorithms to make more visible the content 
written with emotional language (Steinert, 2021); this was then shown to be a 
problem of designing emotional affordances on social media (Steinert & Den-
nis, 2022). Other examples of successful conceptual work that clarifies how 
design choices backfire into harmful epistemic effects are the analyses of the 
formation of epistemic bubbles on Twitter (Nguyen, 2020) or of ignorance 
niches online (Arfini et  al., 2018), or the problem of networked virtues on 
social media (Alfano, 2021), etc. These philosophical approaches, while sub-
stantiated with empirical data and offering successful explanations, are limited 
in dealing with epistemic harms, as the analysis tackles one particular problem 
at a time happening on one platform. Design changes on SN platforms can 
happen very fast, often unseen to the millions of users who experience their 
effects unknowingly—see, for example, the Facebook emotional manipulation 
study (Gertz, 2016). Philosophical analysis will lag behind these fast changes 
as it can only analyse the harm after these experimental changes were carried 
out on a mass scale. This is a problem if we consider the undetected epistemic 
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harms currently happening on various SN platforms or the future epistemic 
harms still waiting to surprise us when software designers unleash the next 
innovation. How can we know whether a new platform is harmful to its users 
as epistemic agents if our conceptual tools are geared towards detecting only 
epistemic harms that have already happened?

We need an approach that evaluates the overall epistemic environment enacted 
by a SN platform, not only the various epistemic phenomena emerging in it. While 
the epistemic harms on SN platforms may be disconnected entirely from the envi-
ronment within which these occur, we have already tried the piecemeal approach 
with limited results. Meanwhile, looking at the overall epistemic environment of SN 
networks has not been tried before for several reasons. To understand how an envi-
ronment influences its agents, we need to look primarily at what agents do and then 
infer what affordances in the environment shaped that behaviour. Conceptually, it is 
difficult to single out epistemic actions on SN platforms because when users post, 
comment or share online, they perform speech acts that are not all truth assertions, 
for example they may express emotions, be ironic or signal that something is inter-
esting (Arielli, 2018; Marsili, 2021). They may not mean to assert that “X is true”, 
but nevertheless, other users take it to mean that. Thus, actions become epistemi-
cally relevant to others while the initiator can claim no such intent (Rini, 2017). This 
conceptual difficulty should alert us to the relevance of the epistemic environment: 
individual actions and intentions are not enough to understand the overall effects 
except through the analytic lens of environment-user interactions.

To designate something as an epistemic environment, it needs to show a feed-
back dynamic: “the agents act on it and it acts back, i.e., the relational practices 
might alter the agents’ cognitive and behavioural dispositions” (Badino, 2022, p. 3). 
We are dealing with an environment whenever we can point to a mutual influence, 
a back and forth between agents creating something shared, and when the techni-
cal infrastructure facilitates and alters their interactions. Hence, it is worthwhile to 
explore an approach that looks at the epistemic environment enacted by a socio-tech-
nical system, in our case, SN platforms. Philosophers of technology already argued 
that, when a new socio-technical phenomenon emerges, human users and technol-
ogy co-shape each other: the technology affords new abilities or changes old ones 
(Feenberg, 1991), while the technology is modified by different uses and emerging 
norms (Kudina, 2019). However, beyond this remark that technologies and humans 
co-shape and constitute each other, there remains the puzzle of how particular tech-
nologies achieve this.

Although SN platforms were not designed explicitly to be epistemic environ-
ments, they need to be analysed as such, given their influence on the users’ epis-
temic actions. Granted, SN platforms are not the first place where one would go 
to build knowledge. What we do with information found on SN platforms serves 
various purposes, such as communicating, maintaining social bonds and entertain-
ment (Fuchs, 2014), while knowledge or understanding seems to be an afterthought. 
We may go on Facebook to enjoy some downtime, but we end up clicking on a link 
to an article others shared about the politics of climate change. We did not set out 
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to be informed when opening Facebook, but we ended up thinking about climate 
action, almost against our will.1 Even when users do not aim to be informed by SM 
content, they end up being informed inadvertently about various topics (Lee & Ma, 
2012), and some of this information ends up in their memory. In case we do not 
know anything else about the politics of climate change, at least we remember that 
Facebook post, and we may mention it in conversations with our friends when the 
topic comes up. Meanwhile, there are SN platforms such as Twitter or Reddit built 
entirely around the aim of being informed by others: we follow people and topics 
that we find interesting to find out what they think and to learn from their interpre-
tation of the world. In choosing whom to follow, we already have some knowledge 
of the topic at hand, and we are not ignorant blank slates absorbing wisdom from 
Tweets.

While most massive SN platforms were not constructed primarily as environ-
ments for acquiring knowledge, these give rise to spaces where information is 
exchanged intensively and, under certain conditions, these information exchanges 
may lead to knowledge formation or to ignorance sharing (Arfini, 2019). Even if 
many users are not affected directly by SN platforms as epistemic agents, they are 
affected indirectly when those around take their information from SN platforms 
and misuse it. If others’ epistemic agency is affected by their online interactions on 
social media, we are feeling collateral effects as well, no matter how intellectually 
virtuous we may be. The epistemic environment enacted by SN platforms extends 
beyond the online realm into our offline lives and our relations with others because 
we are too connected to afford ignoring the epistemic effects of SN platforms. If 
we wanted to characterise various SN platforms as epistemic environments, in what 
terms could we do that? This paper provides a conceptual framework for evaluat-
ing how social networking platforms fare as epistemic environments for their human 
users. In the next section, I will explain why situated cognition offers a suitable 
approach for constructing this framework.

2  Operationalising the Epistemic Agency of Users Through 
a Situated Approach

In explaining the emergence of various epistemic harms on SN platforms, two 
approaches have been previously used: platform or user-centred. Platform-centred 
approaches look at design choices implemented and at how these affect the users 
(Plantin et al., 2018). User-focused perspectives point out how individual users fail 
to act as epistemic agents—either by giving in to specific intellectual vices, not using 
their intellectual virtues or lacking necessary skills (Heersmink, 2018). The two 
approaches differ in what they analyse as the source of the informational ills, while 
both tend to place more responsibility on the platforms and only secondarily on the 
users, thus acknowledging that users’ actions are not happening in a vacuum. What 

1 This effect is called incidental exposure to online news—thanks to an anonymous reviewer for pointing 
this out.
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users can do always depends on the affordances designed into the SN platforms and 
often on nudges and other subtle behavioural pushes to act in certain ways (Penny-
cook & Rand, 2021). There is agency on both sides, the users and the platforms, and 
there is an intertwining of how users affect platforms and vice-versa. The users can 
affect each other’s beliefs; they can hijack the platforms and turn these into places 
of political activism and resistance (Cammaerts, 2015) for their own purposes while 
at the same succumbing to nudging and manipulation exerted by the SN platforms 
(Klenk, 2022). The user’s epistemic agency is constrained and shaped by the envi-
ronments in which they find themselves. But how exactly this constraint is happen-
ing needs further clarification, as this is specific to each informational environment.

If the challenge is how to analyse a particular environment in view of its 
epistemic effects on those interacting within, a situated approach seems well 
fitted as it considers both the environment and the agents interacting within 
as connected and affecting each other dynamically. The situated approach, as 
I am using it here, is inspired by situated cognition (or 4E cognition), a para-
digm in cognitive sciences that endorses four main tenets, namely that cogni-
tion is embodied, embedded, extended and enacted (Robbins & Aydede, 2009, 
p. 3).2 Whenever we know something, the cognitive processes are not happen-
ing merely in our brains, we also involve the world outside our skulls to shape 
tools for knowledge (a notebook, a simulation software), and we come to know 
things by acting in specific contexts. This approach does justice to the differ-
ences between knowers, even those raised in the same environment: what users 
are able to do with the information ultimately matters more than what they are 
exposed to.

Although some contextual approaches have emerged recently for evaluating epis-
temic environments, these are not situated approaches.3 As a precursor to the situ-
ated approach in epistemology, Laura Candiotto has developed the term of epistemic 
cultures. Candiotto has pointed out that we are not solitary truth-seekers; the lim-
its of what we can know are given by the limits of the environments in which we 
act (Candiotto, 2022). A situated approach looks at how epistemic dispositions are 
“context-dependent and practice-oriented” embedded in a particular environment or 
culture (Candiotto, 2022). Yet context is insufficient to explain the feedback mecha-
nisms which are the mark of a situated cognition approach. We still needed to flesh 
out what is epistemic about the informational interactions between human agents 
and SN platforms. The situated approach will look particularly at how an environ-
ment promotes or hinders the agents’ epistemic agency.

2 “cognition depends not just on the brain but also on the body (the embodiment thesis) …, cognitive 
activity routinely exploits structure in the natural and social environment (the embedding thesis) …. [and 
that] the boundaries of cognition extend beyond the boundaries of individual organisms (the extension 
thesis)” (Robbins & Aydede, 2009, p. 3).
3 For example, Blake-Turner had previously coined the concept of “epistemic environment” to designate 
“the circumstances, resources, and other factors of an epistemic community that determine whether one 
of its members is in a position to gain positive epistemic statuses” (Blake-Turner, 2020, p. 2). The term 
“epistemic environment” is context-sensitive but it does not touch upon the relations between epistemic 
agents acting in said environment; hence, it is not situated.
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Agency is a way of acting in view of achieving a specific goal, whereby the 
behaviour adapts to the possibilities offered by an environment (Desmond & 
Huneman, 2022, pp. 22–23). Taking this generic definition of agency from situ-
ated cognition, I define epistemic agency as acting and fitting one’s behaviour 
to an environment towards achieving some epistemic goals (knowledge, under-
standing, true belief, justification). This applies to the individual agent but also 
to groups and artificial agents. To have agency, agents need to be able to mean-
ingfully modify their behaviour in response to the challenges that an environ-
ment poses and still achieve their goals. Yet doing things with information can 
take many forms which are not all conducive to epistemic agency. A Twitter user 
who never posts original content but systematically retweets whatever stirs one’s 
interest is also managing information, but with no epistemic purposes implied. 
Exercising epistemic agency hinges on the kinds of information we have at our 
disposal and how we access it. We are constantly immersed in “informational 
flows” (Floridi, 2011, p. 32), of which we try to make sense based on our skills 
and capabilities. Since this immersion happens constantly, we do not process all 
information that touches us towards knowledge building. Turning information 
into knowledge is called “upgrading” by Floridi, who describes it as embedding 
the information “in a network of questions and answers that correctly accounts 
for it” (Floridi, 2011, p. 268). Briefly, we know that X when we are informed 
that X is the case and when we can say why X is the case by answering questions 
about how this piece of information is related to other pieces and how they rely 
on each other (Floridi, 2014, p. 71).

An epistemically productive environment will allow for users to easily upgrade 
information to knowledge or arrive at understanding. This model of information 
as upgradeable to knowledge by the epistemic subject emphasises that humans 
do not acquire knowledge passively from their environment; humans only have 
access to information that needs to be integrated with other pieces of informa-
tion. Thus, two conditions need to be fulfilled to arrive at knowledge: firstly, 
from the subject’s side, the epistemic agent should be able to integrate each piece 
of information within a justificatory network of account—this can happen con-
sciously and through an effort, or it can be automatic (as is the case with expert 
knowers who pick up information and seamlessly upgrade it to knowledge due 
to their advanced epistemic skills); secondly, the epistemic environment needs to 
afford such an upgrade of information to knowledge by not actively hindering the 
epistemic agent’s efforts or thwarting their skilled actions. The extent to which an 
environment affords epistemic agency is on a spectrum, ranging from hostile to 
friendly, and, furthermore, the same environment will be perceived differently by 
users based on their pre-existing skills. Thus, in order to evaluate the epistemic 
agency enabled by the environment, we need to evaluate the duo agent-environ-
ment taken together. This evaluation is complicated by the fact that not all pro-
cesses of upgrading to knowledge are straightforward or predictable; oftentimes, 
the upgrading of information to knowledge happens through fortunate accidents, 
what is called serendipitous discovery (Copeland, 2019), in which the skills of the 
epistemic agent alight in a fortunate way with the ways in which the information 
is presented by the environment, making certain connections easier to make. Thus, 
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an epistemic productive environment will allow for epistemic agents to make use 
of their skills of upgrading information to knowledge, be this in an automatic or 
effortful manner, conscious or unconscious. But, given that designing for such 
environments can only anticipate a handful of use scenarios, and given that seren-
dipitous discovery is mostly unpredictable, there are serious limitations to design-
ing productive epistemic environments.

However, we should notice that some environments are more hostile than oth-
ers and some are outright detrimental to any epistemic agents, thus making the 
matter of epistemic environment design a question of what needs to be avoided, 
rather than what can be fostered, for example, a censorship system in a dictatorial 
country: essential information is hidden from the regular citizens, and what gets 
broadcast through official channels is propaganda. This makes for an information-
deprived environment that is also polluted with misleading and false propositions. 
Another way that the environment can hinder epistemic agency is when agents are 
showered with too much information and when the criteria between falsity and 
truth are unclear. Another way of making an environment hostile to knowledge 
is by having users trapped in epistemic bubbles (Nguyen, 2020). In an epistemic 
bubble, the epistemic leaders usually reinterpret facts according to their new crite-
ria of what counts as knowledge or evidence, criteria which they do not share with 
other members in order to promote dependence and discourage critical thinking 
of the users (Marin & Copeland, 2022). To construct knowledge in such a bubble, 
one needs to take after the leaders and repeat their methods without understanding 
why these methods are reliable.4

To narrow the concept of epistemic agency for a socio-technical environ-
ment, we need to look at the relevant features of the environment that foster and 
shape the user’s agency, also called affordances. Affordances are “possibilities 
for action provided [...] by the environment” (Gibson, 1977). How well a user is 
attuned to the environment depends on how well users can detect the affordances 
“out there” and integrate them into habits.5 Affordances are not merely binary 
choices for action; they present to agents the possibilities for various levels of 
skilled actions (Rietveld & Kiverstein, 2014, p. 326). Affordances are the answer 
to how an environment allows, encourages or hinders our skilled actions, given 
that most of our skilled actions are automatic to an extent: “[a]ctions are not nec-
essarily the product of deliberation upon desires and intentions … as agents we 
are often motivated by a perceptual grasp of what a given situation ‘affords’” 

4 Such an epistemic bubble emerged for Russians since their army invaded Ukraine in February 2022. 
The general Russian public has access to information about war crimes going on in Ukraine or testimo-
nies of Ukrainians that they do not want to “be saved” through the internet. Yet this information is dis-
carded and not taken seriously by many because the environment of propaganda and ideology in which 
they grew up discourages any objective epistemic norms and epistemic autonomy.
5 Affordances have both an objective and subjective character since these are concrete features in the 
environment but can be used only when the agent has the skills and abilities of the agent to perceive them 
(Fayard & Weeks, 2014). To perceive a door handle as an affordance for opening the door, one must first 
have learned how to open the door through repeated interactions. A person that never opened a door in 
her life will not see the door handle as an affordance for opening, merely as an unremarkable thing in the 
room.
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(van Grunsven, 2018, p. 133). As an affordance, a basketball is an object to be 
thrown in the basket during a game, yet, for the skilled player, the ball can be 
made to take specific trajectories that a novice could not envision. The expert 
can achieve more actions with the ball than the novice, and these actions are not 
accidental. The ball is not exceptional by any standard; it simply affords sophis-
ticated actions because it remains constant and because the expert player devel-
oped one’s skills through time. In this case, the player’s agency lies solely in 
the agent’s ability rather than on the ball, which must be only predictable. Yet 
imagine a ball that changes shape with every game. This would effectively hinder 
the players’ game since it would be impossible to develop skills with such a ball. 
Thus, conditions for having epistemic agency lie both in the users’ developing 
skills and in the environment that affords skilled actions.

This paper’s main conceptual challenge is to distinguish between affordances that 
are relevant for epistemic agency and those that are merely incidental. Here, situated 
cognition approaches can provide a helpful angle. The difference between skilled 
action and amateurish action lies in how appropriately the agent uses existing infor-
mation for one’s goals and how adaptable the agent is to novelty, such as new uses 
or competent usage in new contexts (Pavese, 2021), which means that a skilled agent 
will pick up on the affordances of the environment faster and will be able to act in 
more skilful ways with these affordances than a novice. For the epistemic environ-
ments enacted on SN platforms, we need to look at what range of actions with infor-
mation users have at their disposal is determined by affordances, whether their skills 
are available to draw upon for these actions and finally, what actions become habits 
through repetition. I will explain next why each of these is necessary for exercising 
epistemic agency.

3  Informationally Skilled Action and Epistemic Environments: 
a Conceptual Framework

Skilled actions6 with information are central for exercising epistemic agency in a 
particular environment because these require less effort to make. It is undoubtedly 
possible to act as an epistemic agent without being skilled, e.g. by having luck, in 
the process of learning, or by sheer effort. Still, these isolated unskilled actions can-
not explain the overall workings of the epistemic environment. From a situated cog-
nition perspective, an environment is successful in fostering specific actions when 
it taps into the already existing skills of its agents because it makes action easier to 
take, and agents look for the most effortless ways of acting (Tyler et al., 1979); con-
cerning the informational behaviours, avoiding effort implies a reliance on heuristics 

6 I chose skills and not capabilities or virtues because skills are more granular and thus can be analysed 
easier, and also because skills do not carry with them normative implications. A skills-focused approach 
is not excluding capabilities or virtues; these can be developed alongside skills. Skills are more basic 
than virtues and contribute to the possibility of habitual action that leads to building the virtues them-
selves (Pavese, 2021).



1 3

How to Do Things with Information Online. A Conceptual Framework… Page 9 of 22    77 

as cognitive shortcuts (Broncano & Carter, 2021) or on signals from others in our 
community of trusted peers. Having skills in a particular area makes the actions less 
effortful than amateurish actions. Hence, we need to pay attention, particularly to 
the features of the environment that will trigger or inhibit the exercise of these skills. 
When epistemic agents upgrade information to knowledge, they rely on pre-existing 
skills in dealing with information, skills acquired through formal education and later 
refined through life-long practice. Skills are “purposeful and goal-directed activi-
ties … learnable and improvable through practice” (Pavese, 2021). Generic infor-
mational skills are abilities for capturing, manipulating and evaluating information, 
for example, “the ability to search, select, and evaluate information in digital media” 
(van Deursen, 2016, p. 6).

Information scholars distinguish between four broad categories of information skills 
“information seeking, information retrieval, information management and communi-
cation of information” (Barry, 1997, p. 225). All are important for SN users, undoubt-
edly, but of interest here is how SN platforms as epistemic environments hinder or 
foster the exercise of all these skills. The kinds of informational skills that an agent 
can use hinge on the environment where one interacts with information, specifically 
by the possibilities for action (also known as affordances) designed in the environment 
and on the social norms around information (Gallagher, 2017, p. 174). It is not solely 
the agent’s own decision to use or forego one’s skills; this choice is also shaped by the 
affordances designed or found in the environment. One may have all the skills needed 
for successful action, but if the environment is hostile or rigid, no actions can be per-
formed. The next question to answer is as follows: what kind of environmental features 
(affordances) should be in place so that users can meaningfully upgrade information to 
knowledge? From a situated cognition perspective, affordances are not about offering 
binary choices for action; they also present to agents the possibilities for various levels 
of skilled actions (Rietveld & Kiverstein, 2014, p. 326); in other words, one can per-
form an action in a better or worse manner.

However, with SN platforms, we are dealing with a particularly hyper-dynamic 
environment, an environment that adapts its content by predicting users’ preferences 
and this is problematic from a situated perspective. Most if not all SN platforms are 
algorithmically curated, whereby what information we see and how it is presented to 
us is decided by algorithms which try to tailor the information to users’ liking so that 
engagement is maximised in terms of time spent on the platform and activity (the 
personalisation algorithms). The choice to personalise the information that reaches 
the users’ feeds has been justified as a necessary feature since, without it, it would 
be difficult to “preserve individuals’ time, and attention” (Reviglio & Agosti, 2020, 
p. 1) under the constant state of informational overwhelm online. From this perspec-
tive, algorithms are presented as the only guides in the informational storms. No 
environment in which agents act is ever inert; agents change it through their actions 
even if the change may be visible only at a geological scale. However, with SN plat-
forms, the environment is hyper-dynamic, and it adapts to the users’ actions imme-
diately: when a Facebook user clicks on a link to a video with cats, within minutes, 
as one scrolls down the news feed, cats have colonised their news feed. This unusual 
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reactivity of the environment is problematic.7 To have epistemic agency, the user 
needs to act in response to an environment and adapt their behaviour according to 
their goals—which are irrespective of the epistemic goals of the system. However, 
to adapt one’s behaviour to an environment, the environment needs to be predictable 
and react in stable ways. If the goal is for users to have agency, then a predominantly 
rigid environment is just as bad as a predominantly hyper-dynamic one: the first one 
would not allow users to adapt behaviours, while the latter would offer no point of 
reference to adapt to.

When users engage with SN platforms, many do so under the impression that 
these are merely entertainment media and thus fail to see their epistemic responsibil-
ity arising in that context.8 There is an epistemic responsibility in allowing oneself to 
be exposed to various pieces of information that one cannot control nor assess, and 
then for not taking into account how this information becomes a belief without jus-
tification. Being a user on a SN platform is like driving on auto-pilot on a highway 
of information: we keep seeing things thrown at us by personalisation algorithms; 
often, we cannot distinguish between meaningful and meaningless information, yet 
we are inadvertently informed (Lee & Ma, 2012) as some of this information stays 
ingrained in our memory. We have taken our hands off the steering wheel without 
realising that we are epistemically responsible for where the road takes us: we could 
be good drivers on the highway of information if only we had an awareness of how 
dangerous the situation at hand is and used our skills to process it meaningfully.9 A 
primary demand for any informational environment fostering epistemic agency is to 

8 An audience’s tendency to consume news content for entertainment purposes has been already analysed 
in media and communication studies under the term of infotainment (Baym, 2008) showing that some of 
the epistemic problems of SN platforms were already emerging with the classic mass media platforms.
9 To understand how quasi-automatic systems pose problems for human agency, a parallel with the prob-
lem of skilled actions for drivers of self-driving cars may be useful here, since the philosophical discus-
sions in that area have had to grapple with similar problems of integrating humans in an environment 
with a “mind of its own”. In 2016, a lethal accident happened with a Tesla driver using the “auto-pilot” 
feature: the car’s sensors failed to detect a white truck against a very bright sky and crashed into it. In the 
aftermath of the accident, Tesla representatives repeatedly pointed out how it was the driver’s fault for 
having taken his hands off the steering wheel despite hearing the acoustic signal warning him to put the 
hands back on the wheel. However, philosophers of technology have pointed out that such a dual-mode 
driving system (allowing for human control during the auto-pilot phases) does not allow for meaningful 
human control (Mecacci & Santoni de Sio, 2020). The entire system (driver, car, and environment such 
as infrastructure) needs to afford two main conditions for meaningful human control: tracking and trac-
ing (Santoni de Sio & Van den Hoven, 2018). For our purposes here, the tracing condition is relevant for 
users on SN platforms. The tracing condition states that a system under meaningful human control needs 
at least one agent to understand and assume moral responsibility for the situation in which one is found 
(Santoni de Sio & van den Hoven, 2018). In the case of the Tesla accident, the driver thought that the 
self-driving system was more autonomous than he believed, so he relegated his moral responsibility as 
a driver to the car without adequately understanding the system’s limits and, therefore, the limits of his 
responsibility.

7 It is also possible that users may choose to thwart the personalisation features of SN platforms, by 
deliberately clicking on items they dislike, or by using private browsing each time. Personalisation is not 
(yet) unavoidable, and users can develop skills to counteract it, especially if they are concerned about 
their privacy and being behaviorally profiled. I am grateful to a reviewer for this observation linking pri-
vacy concerns of users with personalisation algorithms.
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allow its users to become aware when their actions are epistemically relevant, such 
that they can choose whether to use their informational skills or not. An additional 
condition would be that users should have more epistemic agency than the artificial 
agents in the environment because they get to use their skills in adapting to the envi-
ronment and not, instead, have the environment adapt to them. These demands can 
be operationalised as follows into three conditions that need to be fulfilled by the 
environment: (a) the users need to be afforded a range of skilled actions; (b) users 
need to be sensitive to the possibility of using their skills; (c) the habits built when 
adapting to the platform should not undermine the user’s skills. I will explain briefly 
each one.

3.1  Ability to Engage in a Range of Skilled Action

Users should be able to effectively use their pre-existing skills, which entails having 
a range of actions at one’s disposal, not merely binary choices. For example, user 
Bob sees a misleading post on Facebook about vaccines and their side effects. Bob 
has the skills to evaluate the claims in that post and thinks this is a false claim. Here 
are the actions at Bob’s disposal: to flag the post (which is a binary action) or chal-
lenge the post’s author through a comment. The latter is more granular and allows 
Bob to deploy one’s skills with more or less effort. Bob may decide it is not worth 
it, or he could think it is worth it and write a long comment with links to relevant 
sources. From this ability to use perspective, it seems that users do have some affor-
dances at their disposal to engage in sophisticated actions. Any designed interac-
tion that allows for users’ granular input is preferable to the binary yes/no choices. 
Binary choices are those achievable by one click of a button (share, like, dislike, 
flag), while granular choices are those with free input (text boxes usually, but also 
uploading images). Most mainstream SN platforms currently allow for some granu-
lar user actions.

3.2  Epistemic Sensitivity

Epistemic sensitivity allows the user to discriminate between meaningful situa-
tions, when one should act, and meaningless ones. Successful epistemic actions 
presuppose a certain degree of sensitivity, which I will call epistemic sensitivity 
for information. Moral sensitivity was the inspiration for this concept. Moral sen-
sitivity is the ability to “interpreting the situation, role taking how various actions 
would affect the parties concerned, imagining cause-effect chains of events, and 
being aware that there is a moral problem when it exists” (Rest et  al., 1999). 
When we enter a new situation, we do not know right from the start if it is morally 
relevant or not, and we enter it with no expectation that we should act as moral 
agents right at that moment, but we need to pick up on the features of the situa-
tion. To illustrate, imagine that you are casually discussing yesterday’s game with 
a co-worker when suddenly she turns sombre and asks your advice about what to 
do with her senile grandmother, whether she should send her to an elderly home 
or keep her at home. The situation has become morally relevant because she is 
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asking for your advice on a moral issue, yet some people lacking moral sensitivity 
will not notice that, and they will offer the most cost-effective advice without any 
moral considerations. Moral sensitivity is a capacity we need to train in ourselves, 
as we are not born with it. Similarly, epistemic sensitivity is about picking up when 
a random piece of information presented to us is relevant to our beliefs, i.e. it may 
alter them, challenge them or re-enforce them. Not all information surrounding us 
is equally meaningful. We infuse it with meaning by attempting to connect it with 
our background knowledge and figuring out whether the information at hand can 
challenge or enrich our knowledge. But, to do this work, we need to be aware of 
which pieces of information are worthwhile to investigate and which are simply 
noise (for us). This is also an intuition, a gut-level reaction, that gets trained by 
repeated interactions with various pieces of information in different contexts and 
by seeing how others act with information.

When talking about epistemic sensitivity, it may seem that the entire responsi-
bility for having it falls on the user alone. We use the term sensitive to designate 
humans, not the environment in which they interact. And yet, there are desen-
sitising environments. A worker on a construction site is desensitised to noises 
around her, as there is constant drilling and hammering and shouting. She hears 
the noises, but she filters them out and is even capable of having a normal tone 
of conversation among the incredible noise going on around her. Meanwhile, if 
taken outside this loud environment, one can only hope that she will react appro-
priately to loud noises such as a car honking or a fire alarm. Thus, as a minimal 
condition, we want an environment not to desensitise the user to the salience of 
information. The environment cannot do much to sharpen this sensitivity, but at 
least it should not blunt it. Sensitivity can be blunted by overexposure, for exam-
ple, moral desensitisation happens through repeated exposure to disturbing infor-
mation. Desensitisation can occur by overexposure to a specific kind of infor-
mation, but also to any kind of information, especially on SN platforms which 
are informationally abundant on any topic. Unfortunately, anything can become 
a source of boredom or disinterest when consumed in too much quantity, from 
pictures of genocide to cat videos.

3.3  Habit Building

Our informational habits shape the kinds of epistemic agents we are more than the 
propositional attitudes that we hold. We may have a strong belief about the sentence 
“climate change is caused by human actions”, and our belief may be justified and 
count as knowledge, but if we never do anything when we are confronted with cli-
mate deniers or with misleading formulations of this sentence, our knowledge does 
not count for much in the social world. We often allow false or misleading state-
ments to circulate around us, even though we know better. However, is there a uni-
versity duty to act when misleading sentences are uttered nearby? I cannot settle 
here this issue which is a broader problem for ethics and social epistemology. Yet 
an interesting insight from situated cognition is that the decision to act itself is not 
something that we are aware of most of the time; it is an embodied and automatic 
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reaction, intuitive and quite often unconscious10 (Dijksterhuis & Nordgren, 2006, p. 
105). The more skilled we are in acting, the more the action becomes unconscious 
as it falls into the realm of habits. Thus, the decision to act or not when epistemic 
harms are happening around us is triggered by habit. This means that our primary 
duty, as epistemic agents inhabiting shared epistemic environments, is to build the 
right kind of informational habits.

Thus far, I have outlined informational skills as important for epistemic agents. 
Skills become effective only when turned into habitual actions as a skill we never 
call upon is almost non-existent. Yet habits go both ways. One can become more 
skilled in performing towards a goal through repeated interactions, but repeated 
interactions can also build habits that undermine one’s previous skills. We want to 
build the right informational habits that foster our epistemic agency, while, at the 
same time, to avoid the harmful epistemic habits that would undermine our skills. 
Research about habit building for online users has mostly outlined the negative 
effects of SN platforms on their users, for example digital addiction (Allcott et al., 
2021) and loss of attentional control (Williams, 2018) as tokens of negative habits 
acquired on SN platforms. We know much less about how users build informational 
habits on SN platforms, as this topic is still underdeveloped. By contrast, the contri-
bution of attentional control to moral agency11 has been explored widely and should 
serve as inspiration for social epistemology. Users’ attention has been seen as a lim-
ited resource that needs safeguarding from digital distractions (Newport, 2019), a 
way of expressing one’s freedom by choosing what to pay attention to (Williams, 
2018). The ability to focus one’s attention on one thing at a time (monotasking) 
seems to be important for dealing with information in meaningful ways.

When we act skilfully, we need to bracket out certain perceptions so that we can 
focus on the action at hand, the equivalent of blocking out the noise around us (van 
Grunsven, 2021, p. 2). On SN platforms, users’ attention can be hijacked by the noti-
fications on a page, flashing with red colours, but also by the users’ habit of scrolling 
further. Imagine that we just saw a post that deserves our attention, we need to enter 
into the inquiry mode, yet our hand automatically scrolls down the page for the next 
post. Our gaze follows. The habits of scrolling further and jumping from a snippet 
of information to another are problematic here for the user’s epistemic agency. How 
did users get to these habits, to twitchy fingers and diagonal reading of posts, always 
jumping to the next one? User actions were supported by specific affordances that 
made some paths easier to take than others. In developing these detrimental hab-
its, the platforms were complicit by designing features such as infinite scrolling and 
other so-called dark patterns designed in the user interaction (Gray et al., 2018). The 
SN platforms do not hinder users from evaluating the information nor from reflect-
ing on it, but rather their detrimental effect lies in fostering habits of taking in infor-
mation at a rapid speed that makes evaluation and reflection difficult for users.

10 “intuition as a gut feeling based on unconscious past experience. ntuition, in other words, involves 
feeling that something is right or wrong, or that A is better than B, while being largely unaware where 
that feeling came from, or what it is based on” (Dijksterhuis & Nordgren, 2006, p. 105)
11 In the realm of moral agency, we need to control our attention so that we can relate to others meaning-
fully as we owe others our attention as precondition to moral perception (Murdoch, 1985).
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Thus far, I have proposed that three dimensions are fundamental for evaluating 
whether a particular environment allows for users as epistemic agents: what range of 
actions are users afforded; can users be sensitive to the information at hand; are users 
developing new habits, and, if yes, are these detrimental to their skills. Together, 
these three dimensions make a space upon which every SN platform can be mapped. 
These three dimensions are almost impossible to maximise for simultaneously with 
current SN platforms, and this is a problem that future designers of personalised 
informational environments will need to tackle. A hyper-dynamic environment that 
constantly changes its content delivery to match the users’ perceived desires will 
not allow them to adapt to the relevant epistemic features of the environment. At the 
same time, users develop new habits in their interaction with information, such as 
scrolling endlessly through information or consuming multiple information streams. 
These habits are not informational skills as such, but habits formed around infor-
mation: speedy consumption, distraction, multitasking. Habits yield automaticity 
and unconscious responses, which would not be a problem if the habits were built 
on existing skills. However, unskilled habits with information contribute to users’ 
loss of epistemic sensitivity because these new habits render automatic actions that 
users should pay attention to and evaluate. Thus, a perfect epistemic storm emerges 
when users are unaware that they are responsible for the information they see and 
circulate, as their informational habits become more unconscious. In this situation, 
nobody will assume responsibility for the epistemic harms emerging in this environ-
ment since nobody intended for these to happen (except for the creators of bots and 
the fake users injecting propaganda deliberately). This void of responsibility is what 
makes epistemic harms so hard to deal with systematically on current mainstream 
SN platforms.

4  A Case Study: Twitter as an Epistemic Environment

To operationalise the proposed framework, I will take Twitter as an example and 
show how it would fare on the dimensions mentioned above. Twitter is a social 
networking platform that became famous because it allows only short posts called 
tweets of maximum 280 characters. This makes it that most messages are short and 
often deprived of context, unless the Twitter user choses to create a thread of tweets 
instead of packing the content into one tweet. Twitter affords it users’ binary as well 
as skilled actions. Binary actions are retweeting without comments and clicking on 
the heart-shaped button. Skilled actions with information are the more creative ones: 
commenting, composing a tweet with craft and uploading images. A skilled Twitter 
user will formulate pithy and concise statements, easily understandable by the tar-
geted audience, giving the gist of one’s opinion with maximum economy of words. 
This is a compositional skill, similar to that of writing haikus or micro-stories. A 
user may choose to develop the compositional skills for Twitter, but one would prob-
ably be influenced by the feedback received from other users. Twitter’s news feed 
design does not seem to particularly reward this skill. Twitter news feeds are made 
up of rapid successions of tweets, where one tweet gets visibility for other users in 
only a few seconds. A shared tweet usually dies in a day after it has been shared and 
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commented on by many. An uncommented tweet becomes invisible in a matter of 
minutes. In this economy of competing tweets, the content matters more than the 
form—the more controversial topic, the more viral the tweet gets—and many users 
will not see it as worthwhile to work on their compositional skills. Because what 
gets more visibility is the mostly the controversial information, there is hardly an 
incentive for regular users to craft pithy tweets or to try and document elaborate 
ones. There are, of course, exceptions to this. Some experts use Twitter successfully 
to inform a wider audience about their take on the hot topics, and they offer timely 
and insightful analyses that would otherwise be lost if these were published in mag-
azines or academic journals. To offer these analyses, the experts will circumvent 
the Twitter standard format by posting threaded tweets. Thus, Twitter fares neutrally 
concerning the range of skilled informational actions, allowing for both binary and 
sophisticated actions. Yet, because user engagement is pursued by exposing users 
to as many tweets as possibly can fit on a screen, the rational choice for a user is to 
not invest too much time in crafting tweets, and instead to invest the time in making 
as many tweets as possible. For most users, unskilled actions seem to be the easiest 
route to getting as much engagement and visibility as possible.

Meanwhile, the epistemic desensitisation of users is a genuine concern on Twit-
ter. When former president Trump started tweeting in his early days as a politician, 
most people were outraged by his choice to disregard specific facts or interpreta-
tions while favouring others. However, as time passed, people got used to it, and 
ceased to react, merely noticing that “Trump is at it again”. Desensitisation of Twit-
ter users does not happen simply because they are exposed to too much information 
but because on Twitter, as on many other massive SN platforms, there emerged a 
relativisation of epistemic norms and criteria for justification. On Twitter, anyone 
can say whatever they like, and if it is not factually false or reported as hate speech, 
it will stay on the platform. Epistemic norms for truthfulness, soundness or rele-
vance are circumvented and seem not to matter anymore. This may be construed as a 
matter of freedom of speech, and I am certainly not proposing to censor such users, 
but something like awarding less visibility to the users that repeatedly post unreli-
able information is feasible and desirable in view of making some users less harmful 
to their peers.12 However, we need to be wary of the cumulative effect of random 
Tweets about anything expressing worldviews that nobody bothers to justify when 
challenged. These Tweets are public, so it may seem that these are acts of speech 
contributing to the social sphere. Yet, often, SN users utter things in public yet act 
as if they were simply speaking in their living room to a bunch of friends (Marin, 
2021, p. 369). Twitter users will defend their right to say anything by stating that 
it is their personal opinion and whoever does not want to hear it should unsub-
scribe. Imagine if a pupil were to say this to their geography teacher: “I think the 
world is flat, and it is my opinion. If you do not like it, you can unsubscribe”. This 
would not fly because, like other institutions of knowledge, the school is respon-
sive to specific standards of truthfulness and can be held accountable for those. But 
meanwhile, on Twitter (and most other mainstream SN platforms out there), there 

12 I am grateful to one of the reviewers for pointing out this alternative.
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is no accountability for what epistemic standards users follow. Users can ignore 
any requests to justify their speech acts, no matter how outrageous, and can enclose 
themselves in epistemic bubbles to be shielded from such requests. Trying to be an 
epistemically sensitive user on Twitter may seem ultimately useless since it is not 
rewarded socially by one’s peers. Ultimately, most users will perceive that there 
are other institutions for truth-telling out there and that whatever is said on Twitter 
makes no difference in the “real world”.

Concerning the habits that Twitter users have developed, there are many possi-
bilities to explore here, and the list cannot be exhaustive by any means. Everyday 
habits are the impulse to tweet whatever looks interesting or whatever thought 
crosses one’s mind, scrolling down to refresh the page, or liking and retweeting 
without reading the content. These habits, however, are not quite relevant epis-
temically, although the twitches we develop to check our phone for new tweets 
or the notifications we get on the phone are certainly distracting. One epistemi-
cally relevant aspect is whether we can refocus our attention on issues that matter 
when needed. It seems that yes. On Twitter, users are afforded at least one option 
to direct their attention at will. If a tweet jumps at them as worthy of engaging 
with, users have the option to open that tweet in a new window, thus focusing 
their attention on it. This provides an option to exit the main page loaded with 
different tweets and to arrive on a page for a tweet alone. By contrast, Facebook 
does not afford this option: posts are read on page of the news feed, usually trig-
gering the users’ reflex to keep scrolling down. However, even with this feature, 
on Twitter, the user’s focus is not entirely controlled at will, the various page ele-
ments remain in the user’s corner of the eye, and comments and notifications still 
can fight for their attention. An affordance geared explicitly towards facilitating 
users’ control of attention would be introducing a button that darkens the entire 
page except for the reading window.

To sum up this brief evaluation, Twitter fares neutrally on the skilled action 
dimension, negatively on the epistemic sensitivity dimension and neutrally on the 
habit building. This is because negative habits of scattering attention as compulsive 
checking are built through the technical device (the smartphone) than by the actual 
platform. A user with strong informational skills (and other skills which I could not 
get into here, such as critical thinking, social skills digital literacy skills) and who 
cares about epistemic norms for justification in everyday life is perfectly safe to join 
Twitter or any other similar SN platform that fares neutrally on one dimension. At 
the same time, the user needs to stay alert to how the SN platform reshapes one’s 
informational habits by re-evaluating one’s experience every few months. Mean-
while, a user with unformed epistemic standards should probably not join such a 
platform because one will be dependent on luck to not get entangled in communities 
that act as epistemic echo chambers (Nguyen, 2020), and that may shape the norms 
one follows [ref hidden for review]. Table shows the summary of this evaluation on 
the three dimensions. The table also outlines some examples of design proposals for 
tackling the epistemic environment and allowing Twitter score positively on all three 
dimensions.
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Range of skilled action Epistemic sensitivity Habit building
Twitter evaluation 0 - 0
Design features of 

Twitter
Tweeting (280 char-

acters), threading 
several tweets, com-
menting, retweets 
with comments

Overexposure to 
outrageous tweets 
and moral emotions 
expressed; visibility 
of the controversial 
tweets; no conse-
quences for overrid-
ing epistemic norms

Retweeting or linking 
without reading, infinite 
scrolling, notifications, 
focusing on one tweet 
at a time

Redesign proposals Compositional windows 
that obscure the rest 
of the page; adding 
different metrics other 
than likes, such as 
rating a tweet in terms 
of its insight, truthful-
ness, unconventional 
thinking, concern 
for others, evidence-
based, criticality or 
reflection

Ranking of Twitter 
users by reliability of 
information tweeted 
or shared (Rini, 
2017), or by how 
likely they are to 
engage in inflam-
matory content. 
Serendipity button—
showing users less 
visible tweets from 
people that they do 
not follow

Reading window that 
allow a user to see one 
tweet at a time and 
focus on it (darken-
ing the rest of the 
page); retweeting with 
comments by default 
(not allowing simple 
shares); asking the 
user to take a break 
after seeing 10 tweets; 
showing one tweet on a 
page, without any infi-
nite scrolling possible

Designing for an epistemic environment fostering users’ informational skills is 
not a straightforward matter, as I previously mentioned the design depends on the 
pre-existing skills of the user. One would need to design for different classes of users 
with different levels of informational skills, from barely literate to the digitally flu-
ent, thus putting in place classes of affordances allowing for ranges of actions. The 
design intervention would need to first identify the major pitfalls in every category 
and then proactively design ways of mitigation. For Twitter, the main issue seems 
to be epistemic insensitivity which is generated by an accumulation of interac-
tions with users that infringe epistemic norms without any consequences. Tackling 
this would require some way of qualifying users into some sort of epistemic cat-
egories such as trustworthy, careful and fact-checker and signalling this with user 
badges. This is inspired by a design feature already proposed by Regina Rini (2017), 
whereby she proposed to classify users with badges based on how trustworthy is 
the information that they usually share. Using badges to signal the user’s level of 
skills and combining these badges with the ranking of tweets that a user sees on 
the homepage could ensure some level of epistemic control from the user side. The 
proposal here is not to automatically rank the tweets with the most trustworthy 
tweeters first, although this would be conducive to the higher quality of the epis-
temic environment, but to allow users to select which epistemic feature they want 
to prioritise when they see tweets. Users would be asked to select from a range of 
informational skills such as insight, truthfulness, unconventional thinking, concern 
for others, evidence-based, criticality or reflection, and rank them. Then, the tweets 
they see would be ranked according to these skills, starting with the most important 
skill for that user. To ensure this complex system of ranking users, one would also 
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need user feedback by rating users on the same dimensions. Thus, skilled users in 
critical thinking that would rate other users on the critical thinking dimension would 
carry more weight than an anonymous user’s evaluation. This system of ranking and 
rating users and showcasing their skills would ensure that informational skills and 
expertise are rewarded and seen by others, ultimately generating a desire for other 
users to get those badges. Finally, concerning the issue of habit building, this is the 
trickiest one since most of the detrimental habits formed on Twitter are not unique 
to Twitter and are related mostly with scattering attention and distraction. The ques-
tion of habits would need to be addressed by designers in a more positive light: what 
kinds of habits does a user want to build in accordance with their epistemic goals? 
And how can the platform help one achieve these habits by setting for oneself the 
goals? The answer to habit building questions would be, again, highly tailored to 
individuals and their skill levels.

5  Discussion: Limitations and Extensions of This Framework

Previous discussions of epistemic harms and failures on SN and SM platforms 
focused on the content of the information circulated by users assuming that it is 
problematic to have so much misleading and blatantly false information float-
ing around unchallenged; this was framed as a problem of informational quality 
(Illari & Floridi, 2014). The situated approach sketched here points out a prob-
lem emerging before even considering the quality of the information, namely the 
problem with the ways in which users are hindered in their capacity to deal with 
the information that matters to them and their possibilities for meaningful actions 
with said information. Epistemic harms occur not only when we are confronted 
with misleading or false information, but in a variety of other situations: when we 
fail to upgrade meaningful information to knowledge, when we get detrimental 
habits for handling information, when we become insensitive to what matters or 
when the epistemic norms become relative. An epistemic friendly environment is 
one that fosters a user’s effective skill deployment or, at least, does not create new 
habits that induce a user to lose one’s skills. If an environment fulfils these mini-
mal criteria, it is conducive to having epistemic agency with information. Users 
are shaped by their repeated interactions with platforms and, through habituation, 
become skilled at these informational actions.13 Depending on how various SN 
platforms fare on the three dimensions, we can place any informational environ-
ment on a spectrum ranging from epistemically fruitful to detrimental for the 
user’s agency. However, a caveat needs to be mentioned: we cannot evaluate a SN 
platform before it is launched and actually used. In a truly situated and ecologi-
cal approach, the environment is not out there, but it is constituted by the user’s 
actions and their choices to engage with certain affordances.

13 Many SN users have a variety of skills that are developed to a larger or lesser extent. Designing affor-
dances for the multiplicity of skills levels of users is a challenge that I did not tackle in this paper, but it 
remains a significant open question that needs to be settled in future research.
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In this paper, I have identified three features of the socio-technical environment 
as necessary for promoting the epistemic agency of users: allowing users to have 
epistemic sensitivity to information, affording granular actions with information 
and not building detrimental habits with information. The framework proposed in 
this paper allows a mapping of the potential for epistemically harmful behaviours 
as afforded by each platform and thus allows users to select the epistemic environ-
ment in which they want to interact. However, the choice of a platform should 
not a matter of the users’ responsibility alone; collective and coordinated action is 
still needed to make platforms accountable for their design choices. Many of the 
current mainstream SN platforms score low on these three dimensions because 
of various problems such as information overwhelm, engagement optimisation 
for users and the systematic attention scattering. SN platforms are not environ-
ments that we encounter out there; rather, these are designed environments with 
conscious choices behind each designed interaction. SN platforms are commercial 
enterprises which try to optimise user engagement usually by sophisticated tech-
niques of capturing the user’s attention, through the design of persuasive technolo-
gies (Atkinson, 2006). The software companies’ reasons for choosing to design 
for a kind of user experience have to do more with financial profit than with the 
users’ well-being, while also trying to fend off the public pressures from activ-
ists14 and existing regulations. To what extent we should expect these platforms to 
design purposefully towards maximising users’ epistemic agency requires entering 
into a broader discussion about the politics of SN platforms which has been going 
on already for some time (Fuchs, 2014; Gilroy-Ware, 2017; Zuboff, 2019). There 
are strong incentives—financial and political—for keeping the social media plat-
forms working as addiction machines and captivators of attention through persua-
sive design. Meanwhile, my purpose in this paper was confined to highlight one 
dimension of user agency which has been previously neglected, epistemic agency 
through skilled action, and to point out the ways in which designed environments 
can foster this kind of agency.
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